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Limitations 

At the request of Pacific Gas & Electric Company (PG&E), Exponent conducted a causal 
assessment of the Larkin substation outage in San Francisco, CA on April 21, 2017.  Exponent 
has investigated specific issues relevant to the event as requested by PG&E.  The scope of 
services performed during this investigation, as well as our findings as described herein, may 
not adequately address the needs of other users and any re-use of this report, conclusions, or 
recommendations presented herein are at the sole risk of the user.  

The findings presented herein are based on observations and information available at the time of 
the investigation.  This report may be supplemented to expand or modify our findings based on 
additional work or review of additional information.  Thus, if new data become available or 
there are perceived omissions or misstatements in this report, we ask that they be brought to our 
attention as soon as possible so that we have the opportunity to fully address them. 
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Executive Summary– Direct Cause and Lessons Learned 

PG&E is investigating an outage event at the Larkin substation that occurred on Friday, April 
21, 2017, which resulted in an outage in downtown San Francisco (the incident). The objective 
of this effort is to determine the cause of the substation outage as well as to identify lessons 
learned from the emergency response. The conclusions herein are prepared with the information 
available to date. We reserve the right to supplement or amend this document should additional 
information become available or should additional testing or analysis provide further insight. 

Incident Investigation 

Problem Statement  

On April 21, 2017 at approximately 9:06am, an outage occurred at the Larkin substation due to 
a fire at the station resulting in the loss of electric power to approximately 88,000 customers in 
downtown San Francisco.    

Findings and Observations  

1. An arc flash incident occurred in a 12 kV feeder circuit breaker cabinet in the Larkin 
substation (incident cabinet) at 9:06am on April 21, 2017. The arc flash resulted in a fire that 
caused additional thermal and smoke damage to the Larkin substation. Based on the witness 
accounts of personnel at the substation, there was no prior sign of a problem at the failed 
breaker cabinet before the incident, and the incident occurred without warning.  

2. The incident breaker did not operate, likely because the breaker cabinet was damaged due to 
the arc flash. The substation protection scheme detected the fault and tripped in less than one 
second, as designed. This resulted in the loss of the Larkin substation and all associated 
customer service. 

3. The failure most likely originated near the top of the incident circuit breaker at the 
connection points.   

4. The most likely cause of the failure was an abnormal configuration of the station that 
persisted for approximately 27 hours prior to the incident. The abnormal configuration 
resulted from the closing of a second circuit breaker at the incident feeder after a scheduled 
switching operation, approximately 27 hours prior to the incident. This configuration 
effectively made the two station bus bars in parallel and resulted in overstressing the 
electrical components between the two bus bars at the incident feeder, including the incident 
circuit breaker connections. 

5. The Supervisory Control and Data Acquisition (SCADA) system detected the abnormal 
configuration of the station approximately 27 hours prior to the incident and created an 
alarm at the Distribution Control Center (DCC). Although the alarm was high priority, it 
was not audible. It would have been easy for the distribution system operator to miss this 
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alarm due to the large number of non-audible alarms that the system receives during daily 
operations.  

6. The SCADA system also reports the status of all the breakers inside the station, which 
would have made the abnormal configuration visible to the distribution operation (DO) prior 
to the incident. However, it would have been easy for DO to miss the abnormal 
configuration because the breaker status was reported in a tabular form for the Larkin station 
rather than in a more user-friendly graphical (single-line diagram) form.   

7. Detection of the abnormal configuration using the breaker status in the Larkin station was 
even more difficult for DO because the SCADA system in that station did not differentiate 
between a breaker “close” status and an out of operation or “racked out” breaker status due 
to the hardware design in that particular station.  

8. The abnormal configuration resulted in overstressing and eventual failure of the connection 
to the switchgear at the top of the incident breaker. This failure led to an arc flash followed 
by a fire inside the incident breaker cabinet. This is based on the following: 

a. SCADA data log shows that both breakers on the incident feeder were closed the day 
before the incident.  This is a known abnormal operational configuration that resulted in 
the two station bus bars being in parallel and causing excessive currents through the 
electrical components between the bus bars at the incident feeder.  

b. Recorded data of the position of the Load Tap Changers (LTCs) at the station 
transformer banks show increasing voltage deviations at the two station bus bars 
immediately after the station’s configuration became abnormal. This translates into an 
increase in current through the electrical components between the bus bars at the 
incident feeder, including the incident circuit breaker connections. The voltage deviation 
increased to a maximum value just before the failure on the morning of April 21, 2017.  

c. Estimated currents through the breakers of the electrical components between the bus 
bars at the incident feeder reached approximately 1800 Amperes. This exceeded the 
rated current of the feeder breakers and their components. The feeder breakers and their 
components are rated for 1200 Amperes. 

9. The following is relevant to the cause of the abnormal configuration in the station 
approximately 27 hours prior to the incident: 

a. Equipment malfunction leading to the closing of the second breaker due to the network 
automatic transfer mechanism and network group close mechanism has been ruled out. 
This is based on a review of the system design and implementation, and in-station testing 
by PG&E. 

b. Human influence causing inadvertent remote closing of the second breaker at the 
incident feeder has been ruled out. This is based on the SCADA control log, which does 
not include a “control select” or “control execute” command prior to the recorded 
closing of the second breaker, indicating that a remote command was not executed by 
DO for such operation.   
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c. Human influence causing inadvertent manual closing of the second breaker has been 
ruled out. This is based on the station logbook and security camera footage showing that 
the switching personnel inside the station signed out of the station approximately 10 
minutes before the recorded time of the closing of the second breaker.   

i. Switching personnel inside the station performed manual operations according to the 
switching log in coordination with the system operators before handing over the 
switching activities to DO for further remote switching operations the day before the 
incident.   

ii. Exponent has not found any requirements for the switching personnel to remain at 
the site for the remote switching operations, although, it may be prudent to do so and 
to check for correct remote operations according to the switching log. 

d. There have been reports of other feeder breakers being simultaneously closed in the past, 
which were corrected upon discovery. However, no evidence of a SCADA equipment 
malfunction has been discovered that may explain the presence of the incident abnormal 
condition. 

10. The most likely cause of the abnormal configuration of the station prior to the incident is a 
malfunction of the remote operating and control systems, which led to closing of the second 
circuit breaker. This conclusion is based on review of the control diagrams and wiring inside 
the station, engineering assessment of associated circuits, and laboratory testing of the 
breaker control switch.   

a. The remotely operable control switch of the second circuit breaker was removed from 
service and examined/tested in the laboratory.  The tests revealed that: (1) some of the 
switch characteristics have changed over time, likely due to aging; (2) the switch is 
vulnerable to some system transients that could result in closing of the switch.  

b. PG&E has reported modifications in the SCADA system to immediately detect and 
report paralleled bus bars via feeder breakers inside Larkin station. 

c. PG&E has plans to replace the old Larkin station with a new Gas Insulated Substation.  

Causal Analysis 

The results of the causal analysis indicated the following causes of the event: 

 Primary cause: Equipment malfunction due to age and wear. Based on the elimination of 
other possible causes of breaker closure, the malfunction of the remote operating and 
control system is the most likely cause of the CB 1121/12 closure and placing the circuit 
in a parallel bus configuration. 
 

 Secondary cause:  Human factors design of the SCADA monitoring and alarm system 
that did not provide for easy identification of the parallel bus configuration. For the 
Larkin substation, the breaker closure function is a Priority 9 alarm and it does not 
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include an audible alarm. In addition, the visual cues for the breaker closure included an 
alarm list and a tabular configuration of the station. There was no graphical 
representation of the breakers status for the Larkin station. Additionally, the SCADA 
system in that station did not differentiate between a breaker “close” status and an out of 
operation or “racked out” breaker status due to the hardware design in Larkin station. 

Actions Initiated Since Incident 

PG&E has made developments in the SCADA monitoring and alarm system since the incident 
to help with the human factor and ease of identification of similar abnormal conditions in the 
future. The developments include replacing the tabular report of the breakers status in Larkin 
substation with a more user friendly graphical representation. The new graphical representation 
of the breakers status is in the form of the single-line diagram on the SCADA screen in the DO 
control center.  Additionally, PG&E has plans to develop a separate alarm system to create 
additional alarms in the case of abnormal parallel bus bars in the Larkin station using the 
SCADA software and existing SCADA signal from the Larkin station.  

Corrective Actions 

Corrective actions recommended to address the causes of the event include the following. It 
should be noted that there is an on-going project to upgrade and replace the switchgear in the 
Larkin Station that will address equipment age, wear and obsolescence issues. 

1. Replace the remotely operable switch for the second circuit breaker (CB 1121/12) at the 
incident feeder inside the station (completed).   

2. Develop an improved approach to identify and alarm the parallel bus configuration via 
feeder breakers, including: 

a. Reevaluate the SCADA alarm categories, priorities of the alarms, and which alarms 
should be audible.  

b. Replace the existing tabular reports of the breakers status in the Larkin station with a 
graphical (single-line diagram) report for ease of identification (completed). 

c. Provide a separate detection and alarm system using SCADA for the closed feeder 
breakers causing a parallel bus bar in the Larkin station (in progress).  

Extent of Condition 

At the Larkin substation, PG&E occasionally utilizes a parallel bus configuration via bank 
breakers for short durations. On those occasions, slight voltage differences between the two bus 
bars add stress at the bank breakers, which have higher current-carrying capacity. The feeder 
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breakers may also be closed on those occasions, providing an alternate parallel path between the 
bus bars without putting too much stress on the circuit components at the feeder.   

The cause of this incident required two specific conditions:  a parallel bus configuration via 
feeder breakers only, and a relatively long duration in this configuration that resulted in 
development of a high circulating current. The circulating current at the incident feeder 
increased for approximately 27 hours and reached a maximum value before the incident 
occurred. If the parallel configuration via feeder breakers is identified in a timely manner, then, 
this type of event can be precluded. 

Exponent recommends that PG&E consider reviewing the other stations that utilize a similar 
switching and SCADA reporting scheme to determine whether the above recommendations are 
applicable to those facilities.  

Better tools to identify the parallel bus configuration via feeder breakers may exist at other 
substations with similar configuration. These tools include graphical representation of the 
breaker configurations and different SCADA hardware to differentiate between a racked out 
breaker and a closed breaker status. For the Larkin station, operators are aware that the parallel 
bus configuration is not a standard operating mode, except for short duration and only in 
particular circumstances.  However, better SCADA tools for this station could help with ease of 
identification of abnormal operational configurations such as parallel bus bars. 

Emergency Response Lessons Learned 

The Larkin Substation outage occurred at 9:06am on April 21, 2017. The outage event was 
concluded at 4:46pm that day when the final customers were restored. The key outcomes of this 
event included: 

 All personnel at the substation exited safely after the event and there were no injuries to 
any PG&E personnel, Fire Department personnel, or members of the public at the 
substation during the event. 

 The fire was extinguished successfully and the substation was returned to service. 

 Customers were restored both before and after PG&E was able to re-enter the substation 
after the fire was extinguished, and customers were being restored as PG&E was in the 
process of entering the substation and after the substation was returned to service. Given 
the work to return the substation back to service, the restoration time appears reasonable. 

An assessment of the Larkin outage response was performed to identify lessons learned and to 
provide recommendations for continuous improvement.   

Evaluation of Emergency Actions to Identify Lessons Learned 

There are two primary activities related to the outage restoration: (1) emergency response for 
the substation fire; and (2) PG&E customer restoration activities. 
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1. The emergency response to put out the fire in the Larkin Substation 

The emergency response time frame is defined as starting with the beginning of the 
outage and fire and ending with the Fire Department clearing the substation for PG&E’s 
reentry. The emergency response activities from PG&E’s perspective are governed by 
Work Procedure TD-3320P-03, “Fire Entry Procedure for an Indoor Substation”. This 
procedure is directly applicable to the emergency response at Larkin and spells out the 
duties for PG&E personnel during this time. The emergency response time frame is 
divided into three major steps: (1) start of incident until arrival of Fire Department; (2) 
arrival of Fire Department until their entry into the substation for firefighting activities; 
and (3) Fire Department entry into the substation until an all clear is given for PG&E 
reentry 

Start of Incident to arrival of Fire Department (9:06 to 9:32am): 

The assessment indicated the following key observations during the initial step: 

1. The incident arc flash (incident) occurred at 9:06:06am on Friday, April 21, 2017. 

2. Four personnel present in the substation (three substation construction electricians 
and a Canus Corporation contract inspector), heard an explosion, and began 
evacuation. Those present within the substation evacuated safely through the front 
entrance per safety procedures and called their supervisor while exiting by 
9:07:51am. Within the first 10 minutes, the employees evacuated, ensured everyone 
was out and safe, contacted DO and, upon noticing that the fire department may not 
have been automatically notified, started to make 911 calls.  

3. Other personnel were present outside the main entrance of the substation (another 
Canus contract inspector, a cable splicer acting as temporary foreman and his crew 
from the underground) on Larkin Street.  

4. There was a 22-minute delay in fire department notification from the start of the 
incident as a result of the confluence of three independent events:   

i. The third party fire alarm monitoring company reported that they did not 
receive an automated notification of the fire due to an error in the fire alarm 
panel’s communication system and thus did not call the fire department.  

ii. The DO personnel at the Distribution Control Center did not call 911 upon 
receiving the fire alarm despite the requirements of the Work Procedure TD-
3320-P03. It appears that there was a miscommunication regarding whether 
the Fire Department had been called and the DO personnel were under the 
impression that the Fire Department was on its way to the substation. 

iii. The substation electricians standing outside of the substation tried but did not 
get through to the 911 operator; they ultimately called the front desk 
equivalent of the San Francisco Fire Department which then conveyed their 
message to dispatch. 
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5. The Fire Department were dispatched at 9:28am and first arrived on the scene at 9:32 
am (with a fire engine at the front of the station and a truck at the rear of the station. 

Arrival of Fire Department to entry into the substation (9:32-9:46 am): 

The assessment of this second part of the emergency response activities indicated the 
following key observations: 

1. Approximately coincident with the arrival of the first-in fire engine at 9:32 am, a 
restoration cableman arrived in response to the outage alert on the outage 
management tool (OMT/OIS).  The cableman was informed by the substation 
personnel present outside the front entrance that no one was allowed to enter per 
instructions of their supervisor, who was en route to Larkin. This was disputed by the 
cableman, who then assumed the role of Incident Command (IC) and attempted 
access through the front door of the substation, but the badge reader was not 
functioning and the proper keys were not available. At this time, a responding 
restoration troubleman (serving as the rotational supervisor) arrived and moved to 
the rear of the building with the cableman.  

2. Around 9:38am, a contract inspector used his badge to open the rear stair door. 
Around the same time a firefighter radioed that PG&E employees wanted to enter.  
Around 9:39:20am, fire department personnel at the back radioed that the rear door 
was open and that the highest ranking PG&E employee was with them.   

3. At 9:43:29am, DO told a responding substation maintenance electrician to tell the 
fire department that the whole station was de-energized from the sources, and so, 
once they can get in, they can extinguish the fire.   

4. Sometime after 9:38am and before 9:46am, the cableman, the troubleman, and two 
other PG&E employees entered the Larkin substation to assess the fire. Smoke was 
reportedly present at this time. The troubleman came back out to inform the fire 
department that only one cell was involved. The cableman reportedly went through 
the building on the inside towards the front door and was present when the fire 
department entered after forcing open the front door, at approximately 9:46am.  
PG&E procedures (TD-3320P-03) prevent PG&E personnel from entering a burning, 
or potentially burning, substation. 

5. During this time (before 9:46am), an electrician sent to Larkin by the Crew Lead 
Electrician to act as the first responder, arrived and assumed the IC role. At the 
request of the substation maintenance supervisor on the phone, the electrician 
instructed the fire department to retrieve the fire pre-plans and the station logbook 
from inside the front door.  

6. The fire department entered the back and the front of the building around the same 
time, shortly after the arrival of the electrician, the designated PG&E first responder.  
Around 9:46am, approximately 14 minutes after first arriving on scene, the fire 
department opened the large roll-up door at the back and reported a visual on a trash-
can size fire after stepping in the doorway about 20 feet. Around the same time, other 
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firefighters made entry through the front main door. The fire panel logs indicated 
that the silence button, which is located near the front door, was activated 38 seconds 
after the fire department reported making an entry through the front main door.   

7. Opportunities for improvement from this time frame include: 

i. The role of IC was not clearly understood by all personnel at the site during 
this time. 

ii. The cableman responding to the incident assumed the IC role, but did not 
communicate with DO. 

iii. The cableman and other restoration personnel entered the burning substation 
along with other restoration personnel. The IC role includes communication 
with DO and prevention of PG&E employees entering a burning, or 
potentially burning, substation.  

While there are opportunities for improvement during this initial time from the start of 
the event until the Fire Department made entry into the substation, this initial period had 
a small impact on the overall duration of restoring all customers back to service. 

Fire Department entry until all clear (9:46 am-12:12 pm): 

The assessment of this third part of the emergency response activities indicated the 
following key observations: 

1. At 9:53am, photographs were taken inside the substation on the troubleman’s cell 
phone showing flames inside the Y1121 cabinet. At 9:54 am, another cell phone 
photograph taken shows firefighters fighting the fire with extinguishers.   

2. By 9:57 am, firefighters radioed that they may want the CO2 truck unit responding 
because they were able to knock the fire down, but the fire seemed to be coming 
back. 

3. At 11:17am, a PG&E employee at the Larkin Station informed DO that the fire was 
extinguished and that ventilation was underway. By 12:12pm, the fire department 
allowed PG&E employees to enter the Larkin substation for restoration. 

4. Around approximately 12:12 pm, the Substation Maintenance Superintendent and 
other PG&E personnel went inside with the Fire Department. They restored station 
service from 1104 source at 12:15pm, and initiated the substation restoration process. 

2. Customer restoration activities that can be performed with switching from other 
locations and ultimately completed after entry into the Larkin Substation 
PG&E initiated restoration activities shortly after the outage began. The graph below shows 
the time frame for customer restoration. 
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Key observations from the customer restoration include: 

1. During the emergency response period, PG&E restored customers through alternate 
sources by switching outside of the Larkin Substation. 

2. Around 2:30pm, all bank breakers and tie breakers were checked, banks 2, 4, and 6 
were isolated, and banks 1 and 5 were energized. 

3. Bank 3 would not energize due to a problem with its low side breaker. Between 
2:38pm and 2:56pm, the 115 kV bus was returned to normal operation and Bus 1 
sections D, E, and F were energized.  

4. At 3:10pm, smoke was reported again and the Y3 network was opened for further 
investigation. By 4:25 pm, the bank 3 low side breaker was replaced, switches were 
opened in the field to isolate back feed on Y3, and the Y3 network was tested and 
reenergized. 

5. The remaining customers were restored by 4:46 pm, 7 hours and 40 minutes after the 
incident, and 4 hours and 34 minutes after PG&E employees were first allowed back 
in to the station by the fire department. 

Lessons Learned and Recommendations 

The requirements for emergency response due to a fire in a substation are defined in PG&E 
Procedure TD-3320P-03 “Fire Entry Procedure for an Indoor Substation”.  The lessons learned 
are based on an evaluation of the procedure and the effectiveness of its application.  The lessons 
learned are primarily focused on the emergency response from identification of fire to the fire 
department entering the building.  
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Lesson Learned Recommended Corrective Action 

It appears that the protocol for the assumption of 
the PG&E IC role, as outlined in TD-3320P-03, 
section 2.2, “Fire Entry Procedure for an Indoor 
Substation”, was not clearly understood by some 
of the PG&E’s restoration personnel who 
responded to the incident. As a result:  

b. Multiple PG&E personnel initially 
assumed the role of IC concurrently. 

c. The cableman responding to the incident 
assumed the IC role, but did not 
communicate with DO  

d. The cableman and other restoration 
personnel entered the burning substation 
along with other restoration personnel.  
The IC role includes communication with 
DO and prevention of PG&E employees 
entering a burning, or potentially burning, 
substation.  

1. Perform a review of the effectiveness of the 
fire entry procedure for indoor substations and 
update the procedure as appropriate. 

2. Update training materials and provide training 
to the PG&E employees, as appropriate.  

The TD-3320P-03 procedure assumed certain 
scenarios and did not address others.  
Specifically, the procedure assumes that the 
station would be unmanned at the time of the 
incident and that the PG&E first responder would 
have to be dispatched. This turned out not to be 
the case during this incident as personnel were 
already present on the scene who could 
potentially have served as first responder.   

1. Expand the fire entry procedure to include 
situations where qualified personnel could be 
already present at the site.  

The third party fire alarm monitoring company 
reported that they did not receive automated 
notification of the fire alarm due to an error in the 
fire alarm panel’s communication system, and did 
not call the fire department. The alarm panel 
communication to the monitoring company was 
last tested successfully during an annual fire 
system inspection on June 11, 2016 by the third- 
party monitoring company. The problem with the 
communication system was identified after the 
incident.   

1. Conduct random audits of the fire alarm 
panel’s operation. 
 

2. Review communication systems at other 
facilities managed by the third party 
monitoring company. 

The PG&E IC is required to discuss the fire pre-
plans with the fire department, to advise them of 
hazards, and to communicate information 
regarding equipment clearances.  This role is 
critical to ensuring timely access to the fire by the 
fire department.  The procedure precludes PG&E 
entry into the substation until the fire department 
declares the building safe for entry.    

1. Review fire entry requirements with the Fire 
Department to clarify the requirement that 
PG&E personnel should not enter the 
building prior to fire department declaring the 
building safe. 
 

2. Incorporate these substation fire entry 
requirements in the joint fire department 
training exercises. 
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Lesson Learned Recommended Corrective Action 

The CO2 truck unit was not dispatched to Larkin 
until approximately 30 minutes after the fire 
department arrived at Larkin. 

1. Coordinate with the fire department to 
establish the practice of immediately 
mobilizing the CO2 unit in the case of 
substation and switchgear fires, whether 
indoor or outdoor. 

Based on the present procedure, which assumes 
the station is unmanned, in the case of a 
substation fire, the fire department could 
potentially wait for a significant amount of time 
while a PG&E first responder is dispatched and 
arrives at the substation.   

1. PG&E should consider working with the fire 
department and other city emergency services 
to consider the procurement of emergency 
response vehicles and/or to establish effective 
emergency escort procedures to improve 
response time by first responders so that an 
IC can be established quickly. 

 



 

1703434.000-2774 

12 

Introduction  

Problem statement 

An incident occurred in the PG&E Larkin substation on April 21, 2017 at approximately 9:06am 
that resulted in a fire at the substation and a power outage. The outage affected approximately 
88,000 PG&E customers in the San Francisco area. Power to all of the customers was restored 
by 4:46pm on the same day. The outage was due to a fire in a circuit breaker cabinet. The 
substation protection system was activated, and it de-energized the station as the system is 
designed to do. 

The following is a discussion of Exponent’s findings to date. The conclusions herein are based 
on the information available to date. We reserve the right to supplement or amend this document 
should additional information become available or should additional testing or analysis provide 
further insight.  

Objectives 
PG&E is investigating an outage event at the Larkin substation that occurred on Friday, April 
21, 2017 which resulted in an outage in downtown San Francisco (the incident). The objective 
of this effort is to determine the cause of the substation outage and to evaluate emergency 
actions immediately following the incident as well as customer service restoration.  

Background and Summary of Observations 

An arc flash incident occurred in a 12 kV feeder circuit breaker cabinet in the Larkin substation 
at 9:06am on April 21, 2017. The arc flash resulted in a fire that caused additional thermal and 
smoke damage to the Larkin substation. Visible damage was discovered at the incident feeder 
(Y1121) and inside the cabinet where the incident breaker (CB1121/22) is located.  Locations of 
significant damage were at the top of the CB1121/22 breaker (Figure 1); at the “Tee tap” located 
near the back of the incident cabinet (Figure 2); and, at the cable tray and cables between the 
circuit breakers CB1121/22 and CB1121/12 in the lower level (Figure 3). A schematic one-line 
electrical diagram is shown in Figure 4 that summarizes the damage locations at the incident 
feeder and the likely path of the initial fault current.  

The incident circuit breaker was rated for continuous load of 1,200 Amperes and fault 
interruption time of 8 cycles. A mechanical service test was done on the incident circuit breaker 
approximately 7 months prior to the incident (9/20/16). The incident breaker had also passed the 
functional performance test at the same time (see Appendix D). Figure 5 shows the nameplate of 
a similar circuit breaker (exemplar breaker).  
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Figure 1. The incident breaker (left) and an exemplar circuit breaker of similar type (right). 
Most of the damage at the incident circuit breaker is near the top of the incident 
circuit breaker at the connection points.  

 

Figure 2. Damage at the “Tee tap” near the back of the incident cabinet. 
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Figure 3. Damage discovered in the cable tray and cables between the two circuit 
breakers at the incident feeder (Y1121). 

 

Figure 4. One-line diagram showing damage locations at the incident feeder (Y1121), and 
the likely path of the initial fault current.  
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Figure 5. Nameplate of an exemplar circuit breaker.  

 

Figure 6. Connections inside an exemplar cabinet at the top of the circuit breaker cabinet. 
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Figure 7 shows the station configuration at the time of the event.  The substation protection 
scheme detected the fault and tripped in less than one second, as designed. This resulted in the 
loss of the Larkin substation and all associated customer service. The high-side (115 kV) circuit 
breakers operated and interrupted the fault. The AY-1, XY-1, and HY-1 transmission lines to 
the substation de-energized. The AY-2 transmission remained energized, but disconnected from 
Larkin (open-ended). This line was de-energized via SCADA after the incident for safety. The 
substation protection operated as designed for this type of fault inside the station.  

Figure 7. Station configuration at the time of the incident. 

Sequence of Events  

The sequence of events leading to the incident started two nights prior to the incident on April 
19, at approximately at 10:30pm when clearance was established on Y1121 feeder for a routine 
maintenance outside the station. By early next morning on April 20, the maintenance work was 
complete and electricians inside the station started a pre-planned switching operation1 in 
coordination with DO to bring the feeder back online. The switching plan consisted of two 
parts:  in-station switching and remote switching. At 5:56 am on April 20, Electrician 1 and 
Electrician 2 completed the in-station part of the switching and handed the operation over to DO 
for remote switching.  Less than 5 minutes later at 6:00am, the circuit breaker CB1121/22 was 
closed remotely via SCADA per switching plan. Approximately 9 minutes later, the network 
auto-transfer function was cut in remotely per switching plan. SCADA logs show that 
approximately 1 minute later at 6:10am, the circuit breaker Y1121/12 was closed; this was an 
unintended operation that paralleled the two station bus bars through the Y1121 breakers and 

                                                 
1 Switching log number 17-0035489. 
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put the station in abnormal configuration. The station remained in abnormal configuration until 
approximately 27 hours later on April 21, at 9:06am, when the incident occurred.  

An electric fault occurred in Larkin at the time of the incident. The fault activated the feeder 
protection that sent a trip signal and opened the CB1121/12 breaker  The CB1121/22 did not 
operate and the fault continued until it was interrupted by the high-side circuit breakers in less 
than 1 second. This resulted in the total loss of power and the substation went dark. The fault 
resulted in fire and smoke in the station. Emergency actions followed and restorations started 
shortly after the outage began. The substation was back online and all PG&E customers restored 
by 4:46pm. Figure 8 shows a high-level timeline of the events.  

Start of clearance at 
Larkin Y-1121

4/19 2230

Station switching 
complete

4/20 0556

CB1121/22 closed 
remotely via SCADA

4/20 0600

Autotransfer cut-in 
remotely via SCADA

4/20 0609

CB1121/12 closed 

4/20 0610

Electric fault 
followed by 

explosion at Larkin

4/21 0906

CB1121/22 did not 
operate

4/21 0906

Larkin Station dark 
by protection 

scheme

4/21 0906

Larkin fire

4/21 0906

Unintended action

Station in abnormal 
mode

4/20 0611 – 4/21 
0906

Abnormal mode 
remained 
undetected

Fault occured

CB failed to open

Workers log out of 
station at 0600 
after completing 
their switching 
actions 

Protection scheme acted as 
designed (one breaker did not 
operate on the high side, but this 
had no impact on the outcome 
(CB192)

Emergency Actions

4/21 0906- 4/21 
1215

Substation reentry

4/21 1212

All customers 
restored

4/21 1646

Restoration begins

4/21 1009

CB1121/12 opens

4/21 0906

 
Figure 8. A high-level timeline of the events  

The Abnormal Configuration  
Figure 9 shows a simplified diagram of the substation in abnormal configuration. The abnormal 
configuration resulted from closing of the second circuit breaker (CB1121/12) at the incident 
feeder after switching operations approximately 27 hours prior to the incident. This 
configuration effectively made the two substation bus bars in parallel.  It is known that this 
abnormal configuration can create excessive “circulating current” within the station through the 
paralleling feeder (the incident feeder). This resulted in overstressing the electrical components 
between the two bus bars at the incident feeder, including the incident circuit breaker and its 
connections. The overstressed electrical connections above the incident breaker CB1121/22 
eventually failed and resulted in an arc flash within the breaker cabinet.  
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Figure 9. Larkin simplified diagram – abnormal station configuration. 

What follows is a description of the analysis method used in this investigation.  It follows by the 
direct cause of the incident, including the cause of the substation abnormal configuration and 
barriers against discovery of such abnormality. Causal analysis and corrective actions related to 
the direct cause are outlined next, followed by the analysis of the emergency actions after the 
incident and restoration process.  
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Analysis Method  

Approach 

The approach used in this causal analysis is summarized here to provide context for the 
discussion and results presented in this report. The causal assessment team evaluated this event 
in accordance with a structured approach for causal analysis consisting of the following five (5) 
steps: 

Data Collection 

Data collection was performed through site inspections, review of event-related documents, 
digitally recorded data, recorded voice conversations, public records, and interviews. The 
collected data included the digitally recorded data at the time of the incident by the digital 
protection and SCADA system. Exponent was at the substation the night of the incident on 
April 21, during which time Exponent interviewed the available personnel, collected data, and 
photographically documented the substation condition. Exponent performed numerous site 
inspections in the months following the incident during which Exponent documented removal of 
the failed components and tagged them as evidence, inspected several protection and SCADA 
systems, and performed data collection for analysis of the existing systems as part of the direct 
cause analysis. Subsequently, Exponent interviewed 20 individuals that included PG&E 
personnel and a contractor as part of the direct cause and emergency action investigations. 
Exponent also collected the publically available information about the incident as part of this 
investigation.  

Reconstruction of Problem Scenarios 

As a result of the data collection activities, an event timeline was prepared to identify the 
relative time of events for use in evaluating the event. The detailed timeline included the 
emergency actions after the incident until the restoration was complete. The timeline was 
constructed using all available data, including:  SCADA logs, fire alarm panel logs, audio 
recordings of DO calls, phone records, cell phone photographs following the incident, security 
camera footage, badge reader logs, station logbook, the fire department’s Computer Aided 
Dispatch (CAD), and the fire department’s radio recordings.  

Performance of Causal Analysis 

The causal analysis was performed in a structured sequence of steps that led to identification of 
the causes.  The causal analysis tools used in this investigation were:  

Events and Causal Factors Analysis (ECFA):  This tool is used to identify potential systemic 
incident causes (i.e., management policies and organization) for each initiating event. It involves 
repeatedly asking why the event or pre-condition existed and provides evidence to support the 
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why in order to identify the underlying causes.  This tool was used for the primary causal 
analysis. 

The outcome of the above causal analyses was the identification of the causes. This information 
formed the basis for developing recommended corrective actions. 

Review for Extent of Condition and Extent of Cause 

An outcome of the causal analysis was to identify the potential for the condition or cause to 
exist elsewhere.   

Development of Recommended Actions to Prevent Recurrence 

The desired outcome of the causal analysis was to identify recommended corrective actions to 
prevent recurrence of the problem and to identify lessons learned. Effective corrective actions 
are those that address the causes, are implementable by the organization, and are consistent with 
company business goals and strategies. 

Data Collection  

Documentation (Procedures and Project Records) 

This analysis was performed through review of relevant documents, recorded data, publicly 
available information and interviews of PG&E personnel.  The key documents reviewed in this 
analysis are listed in Table 1. 

Table 1. Primary Documents Reviewed. 

No. Title Topic 

1 Switching log No 17-0035489 Switching log by the Golden Gate Control 
Center  

2 Switching log No 17-0041875 Switching log by the Golden Gate Control 
Center  

3 SCADA control logs on 4/20/17 Source file:  “Concord DCC200 Alarm Log 
42017 0500-0800.txt” 

4 SCADA status logs on 4/20/17 Source file:  “Martin100 04-20-17.log” 

5 PG&E Utility Procedure TD-2700P-09 Responding to Emergencies and Alarms 

6 PG&E Utility Procedure TD-2700P-16 Distribution SCADA Alarm Display Screens 
and Configurations 

7 PG&E Utility Procedure TD-3320P-03 Fire Entry Procedure for an Indoor 
Substation  

8 PG&E Drawing No 495433 Rev 3 12kV Network Feeder Y-1121, Elementary 
Diagram, Larkin Substation  
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No. Title Topic 

9 PG&E Drawing No 472704 Rev 3  Cell 1-34, Diagram of Connections, Larkin 
Substation  

10 PG&E Drawing No 435306 Rev 8 Elementary Diagram of 12kV Bus 
Differential, Network Transfer & Group 
Closing, Larkin substation. 

11 SCADA log of Load Tap Changer (LTC) 
positions 

Source file:  “Larkin Bank LTC Positions.pdf”  

12 Public records from the San Francisco 
Department of Emergency Management 
(SFDEM) 

Event history details, FD recorded 
communications 

Interviews 

Exponent interviewed numerous PG&E personnel as part of the investigation. Key personnel 
interviewed during the course of the assessment are identified by title and role in Table 2 below. 

Table 2. Key Personnel Interviewed. 

  Title Department 

1 Electrician 1 Substation Maintenance 

2 Electrician 2 Substation Maintenance 

3 Electrical Inspector 1 (Contractor) Canus Corporation 

4 Cable Splicer UG Electric Division 

5 Cableman Restoration 

6 Troubleman / Rotational Supv. Restoration 

7 Division Operator 1 Distribution Operations 

8 Division Operator 2 Distribution Operations 

9 Electrician 3 Substation Construction (GC) 

10 Apprentice Electrician 4 Substation Construction (GC) 

11 Electrician 5 Substation Construction (GC) 

12 Electrician 6 Substation Maintenance 

13 Electrician 7 Substation Maintenance 
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Data Analysis 

Analysis of Fault and Equipment Failure 

The failure most likely originated near the top of the incident circuit breaker at the electrical 
connection points. This is based on the fire and arc flash analysis of the incident breaker cabinet. 
Additionally, the area on top of the breaker and at the switchgear bus bars running near the top 
of the cabinet show notably greater thermal damage as compared to other areas within the 
cabinet. There is also extensive arc damage on the top of the incident circuit breaker. 
Connections at the top of the circuit breaker in an exemplar breaker cabinet is shown in Figure 
6. It should be noted that the PG&E personnel were able to manually trip the incident breaker 
during the restoration process using the trip button on the face of the breaker (Figure 10). This 
further shows that the breaker internal components were less damaged compared to the outside, 
suggesting that the area of the fault origin was outside of the circuit breaker.  

 

Figure 10. PG&E personnel were able to manually trip the incident breaker during the 
restoration process; this shows that the incident breaker did not operate at the 
time of the incident. 

The incident breaker (CB1121/22) did not operate, likely because the breaker cabinet was 
damaged due to the arc flash. It is unclear whether the fault would have been interrupted if the 
incident circuit breaker had operated. This is due to the extent of the damage near the top of the 
circuit breaker. The area of the fault origination near the top includes electrical connections at 



 

1703434.000-2774 

23 

both the feeder side and the bus bar (source) side of the incident circuit breaker.  The fault 
eventually included both sides of the incident breaker connections, at which time operation of 
the incident breaker could not have interrupted the fault. If the fault had been interrupted by 
operation of the incident circuit breaker, it would have been an exception to the general 
expectation of the outcome for such a severe fault inside the indoor substation. That is because 
the station protection system is designed to trip the entire substation in case of an internal fault 
of the indoor substation. This is a safety measure to ensure all Alternating Current (AC) power 
within the substation is de-energized when the emergency personnel respond to a fault inside the 
substation. 

Protection System Operation 

Review of the digitally recorded protection at the 115kV side of the station showed that the 
protection for transformer banks 1, 3, and 5 detected the fault and initiated the trip command 
within 8 cycles. The Y1121 feeder protection in the Larkin station is the older electromechanical 
type protection.  Checking relay targets after the incident showed the instantaneous trip function 
operated. In addition, the CB1121/12 was found open after the incident. This suggests that the 
CB1121/12 operated after 8 cycles of fault current and interrupted the fault path from bus bar 
number 1. It also shows that the feeder protection operated as intended; however, the fault 
persisted. Review of the schematic one-line diagram (Figure 4) shows that the fault path from 
bus bar number 2 must have continued to feed to the fault location after 8 cycles. This means 
that, after 8 cycles, only transformer banks 2, 4, and 6 were supplying the fault current. 

Digitally recorded data of the transformer high-side protections shows that transformer banks 2, 
4 and 6 did continue to supply the fault current after the first 8 cycles. Banks 2 and 4 fault 
currents were eventually interrupted after 47 cycles and bank 6 fault current was interrupted 
after 49 cycles of 60 Hertz. This means that fault was eventually interrupted in approximately 
0.8 second. The substation was dark after all six transformer banks lost power. Table 3 shows a 
summary of the substation bank protection operations. It was also discovered that contacts from 
the Bus Differential auxiliary tripping relays for both Y1121 circuit breakers were damaged2.  
These relays were located in the control room and away from the breaker cabinet. This did not 
have any impact on the outcome of the incident since the differential protection did not activate, 
likely because the fault location was outside the differential protection zone. 

Table 3. Summary of selected protection data with recorded fault duration.  

Bank 
No. 

Device 
Name 

Device 
Type 

Device 
Function 
(Picked up) 

Fault 
duration 
(cycles) 

Trip Devices Include 

BK1 87T-1 SEL-387E 50, 51 8 12kV ACBs Bks 1&2, CB172 

BK1 150/151TA-1 SEL-501-2 X 51P, Y 51P 8 12kV ACBs Bks 1&2, CB172 

BK1 151TB/51TT-1 SEL-501-2 X 51P 8 12kV ACBs Bks 1&2, CB172 

BK2 87T-2 SEL-387E 51P1 47 12kV ACBs Bks 1&2, CB172 

                                                 
2 Email from the PG&E test supervisor dated August 3, 2017 
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Bank 
No. 

Device 
Name 

Device 
Type 

Device 
Function 
(Picked up) 

Fault 
duration 
(cycles) 

Trip Devices Include 

BK2 150/151TA-2 SEL-501-2 X 51P, Y 51P 47 12kV ACBs Bks 1&2, CB172 

BK2 151TB/51TT-2 SEL-501-2 X 51P 47 12kV ACBs Bks 1&2, CB172 

BK3 87T-3 SEL-387E 50, 51 8 12kV ACBs Bks 3&4, CB172, CB182 

BK3 150/151TA-3 SEL-501-2 X 51P, Y 51P 8 12kV ACBs Bks 3&4, CB172, CB182 

BK3 151TB/51TT-3 SEL-501-2 X 51P 8 12kV ACBs Bks 3&4, CB172, CB182 

BK4 87T-4 SEL-387E 51P1 47 12kV ACBs Bks 3&4, CB172, CB182 

BK4 150/151TA-4 SEL-501-2 X 51P, Y 51P 47 12kV ACBs Bks 3&4, CB172, CB182 

BK4 151TB/51TT-4 SEL-501-2 X 51P 47 12kV ACBs Bks 3&4, CB172, CB182 

BK5 87T-5 SEL-387E 50, 51 8 12kV ACBs Bks 5&6, CB192  

BK5 150/151TA-5 SEL-501-2 X 51P, Y 51P 8 12kV ACBs Bks 5&6, CB192 

BK5 151TB/51TT-5 SEL-501-2 X 51P 8 12kV ACBs Bks 5&6, CB192 

BK6 87T-6 SEL-387E 50, 51 49 12kV ACBs Bks 5&6, CB192 

BK6 150/151TA-6 SEL-501-2 X 51P, Y 51P 49 12kV ACBs Bks 5&6, CB192 

BK6 151TB/51TT-6 SEL-501-2 X 51P 49 12kV ACBs Bks 5&6, CB192 

 

Load Tap Changer (LTC) Data 

Recorded LTC positions by SCADA after the substation entered an abnormal configuration 27 
hours prior to the incident shows increasing voltage deviation at the two parallel bus burs during 
that time period. The recorded data is shown in Figure 11. This data is interpolated for the 
missing time periods to provide a more accurate representation of the transformer bank tap 
positions. The interpolated data is shown in Figure 12. Increasing voltage deviation resulting 
from the increasing difference between the transformer tap positions translates in increasing 
circulating current at the incident feeder where the two substation bus bars are made in parallel 
during the abnormal configuration. The maximum tap position difference between the sets of 
transformers banks between bus bar No. 1 and bus bar No. 2 and the corresponding circulating 
current are calculated and plotted in Figure 13. It can be seen from this plot that the circulating 
current during the station abnormal configuration increased to approximately 1,800 Amperes 
before the incident occurred. This is beyond the maximum capacity of the incident transformer 
and its associated components (rated for maximum 1200 Amperes). 
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Figure 11. Recorded data of the transformer banks’ LTC position. 

 

 
Figure 12. Interpolated data of the LTC positions. 



 

1703434.000-2774 

26 

 
Figure 13. Maximum tap position difference and estimated circulating current. 

Observations and Findings 

Several findings are highlighted in the timeline in red. These findings are outlined next and are 
used as the starting points of the causal analysis. 

The cause of the closing of the circuit breaker that resulted in the abnormal configuration of the 
substation prior to the incident is most likely a malfunction of the remote operating and control 
systems due to age and wear. The remotely operable control switch of the second circuit breaker 
was removed from service and examined in the laboratory (see Appendix A). The tests revealed 
that: (1) some of the switch characteristics have changed over time, likely due to aging; and (2) 
the switch is vulnerable to some system transients that could result in closing of the switch. The 
investigation team was able to rule out human influence causing inadvertent remote or manual 
closing of the second breaker as well as closing of the second breaker due to the designed 
automatic closing mechanisms.   
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Causal Analysis 

Causal Analysis 

The causal analysis was performed in a structured sequence of steps that led to identification of 
the causes. The causal analysis tool used in this investigation was the Events and Causal Factors 
Analysis (ECFA) tool which is used to identify potential systemic incident causes (i.e., process, 
policies and organization) for each initiating event. It involves repeatedly asking why the 
initiating event existed and providing evidence for each “why" in order to identify the 
underlying causes.   

The causal diagram is provided in Figure 14. As appropriate, an explanation is provided that 
references the basis for the steps in the causal chart. The supporting material identified during 
the course of the investigations includes physical evidence, documents reviewed, calculations or 
testing, and interviews with PG&E personnel. These findings are summarized in Table 4 and 
Table 5.  

Causes 
This section provides the results of the causal analysis to identify the cause. Figure 14 provides 
the evaluation of the causes identified in the causal analysis chart to determine the causes of the 
incident.   

The causal analysis has identified the following causes, including the following: 

 Primary cause:  Equipment malfunction due to age and wear. Based on the elimination of 
other possible causes of breaker closure, the malfunction of the remote operating and control 
system is the most likely cause of the CB 1121/12 closure and placing the circuit in a 
parallel bus configuration. 

 Secondary cause:  Human factors design of the SCADA monitoring and alarm system that 
did not provide for easy identification of the parallel bus configuration. For the Larkin 
substation, the breaker closure function is a Priority 9 alarm, and does not include an audible 
alarm. In addition, the visual cues for the breaker closure included an alarm list and a tabular 
configuration of the station. There was no graphical representation of the breakers status for 
the Larkin station. Additionally, the SCADA system in that station did not differentiate 
between a breaker “close” status and an out of operation or “racked out” breaker status due 
to the hardware design in Larkin station. 
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Figure 14. Causal Analysis Chart. 

What happened?
On April 21, 2017 at approximately 9am, an outage occurred at the Larkin 
Substation  resulting in the loss of electric power to approximately 90,000 
customers in downtown San Francisco (service restored by 4:46pm).   

Protection scheme detected 
the fault and tripped the 

station from the high side in 
less than 1 second

What caused outage?

The protection 
scheme performed 
as designed

Fault occurred inside the Larkin 
Station  

What caused protection to operate?

Arc flash occurred inside the  
breaker cabinet at the 

connections above the breaker

Abnormal configuration 
resulting in current in system 

overstressing components 
including the CB and cables

What type of fautl? What caused the fault?

CB1121/12 was closed and 
created a circulating current 

due to circuit being fed by both 
buses 

What caused the abnormal configuration?

Analysis indicated that 
circulating current reached up 
to 1800 amps which exceeded 
cable and breaker rating of 
1200 amps.  Additionally, 
equipment was very old.

This action led to an abnormal 
operating condition

Breaker cabinet and its 
components damaged 

The incident CB did not open

Damage was 
identified at several 

locations, but 
initiating fault was 

an arc flash near top 
of the CB at the 

connection points 
based on fire 
damage and 

explosion analysis
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Figure 15. Causal Analysis Chart (continued). 
 

Operator did not identify 
abnormal operating condition

Alarm not audible 
(although is classified as level 9 

alarm)

Control panel does not include 
a graphical representation of 

the station – only table
See alarm procedure

Emphasis on CB opening.  
Incompleteness in alarm 
philosophy procedure.

Why no audible alarm?

Under certain 
operational conditions 

sometimes  both CBs 
are closed for a brief 

period.

Alarm list contains many alarms 
and the items pass off the 

screen quickly

SCADA system did not 
differentiate between a 

breaker closed and a breaker 
racked out

Human factors incomplete to 
allow for ease of identification

Alarm philosophy based on 
responding to audible alarms 
first (high priority) 

System status not user friendly 

Why the operator did no identify the abnormal conditions? 
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Table 4. Summary of the supporting material for the identified potential causes. 

Note Initiating Event Description 

Evidence 
(Physical Evidence, 

Documents, 
Calculations or Testing) Interviews Other 

SCADA Alarm not audible Alarm philosophy: Emphasis on 
CB opening 

SCADA alarm level 9 
issued but missed by 
DO 

Attachment 1 to TD-
2700P-16: alarm 
summary table 

Division 
Operators 
interview 

 

SCADA Alarm screen 
contains many low level 
and non-audible alarms 

Incomplete human factor in the 
SCADA monitoring and alarm 

DO missed the alarm 
on the screen  Division 

Operators 
interview 

 

Tabular reports of the 
breakers on the SCADA 
screen in control center 

The breaker status was 
reported on the screen in 
tabular form rather than a more 
user-friendly graphical form 

DO missed the 
CB1121/12 status after 
switching operations 
completed the day 
before the incident 

SCADA screen shot Division 
Operators 
interview 

 

SCADA system did not 
differentiate between the 
breaker closed and 
breaker racked out 

 In the Larkin station the 
breaker status was reported as 
“closed” if the breaker was 
racked out  

Station SCADA wiring 
drawings and 
inspections  

Elementary Diagram 
drawing No. 495433 Rev3 
and Station Drawing No: 
472704 

Electrician 
and Division 
Operator 
interviews 

 

Equipment malfunction 
due to age and wear 

The likely cause of the event 
was a malfunction of the 
remotely operable control switch 
for CB 1121/12.  This switch is 
an older model switch has been 
in service for many years. 

Based on elimination 
of other causes in the 
station other than 
condition of the 
existing switch and the 
remote operating 
system. 

SCADA wiring inspections 
inside the station  
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Table 5. Summary of the supporting material for the identified unlikely events. 

Note Initiating Event Description 

Evidence 
(Physical Evidence, 

Documents, 
Calculations or Testing) Interviews Other 

Equipment malfunction 
due to the network 
automatic transfer 
mechanism and network 
group close mechanism 

Network Auto transfer can 
potentially close a breaker 
in the event of loss of a 
station bus bar 

Review of the transfer 
logic, inspection and 
testing of the existing 
system shows the 
malfunction in unlikely 

Site inspections, PG&E  
test department report 

 Elementary No 
495433 Rev3: 
12kV Network 
Feeder Y-1121 

Human influence 
causing inadvertent 
manual closing of the 
second breaker at the 
incident feeder  

The station control switch 
can be used to close 
circuit breakers within the 
station  

The Electricians 
performing the 
switching left the station 
10 minutes before the 
SCADA-recorded 
closing of the 
CB1121/12 breaker 

SCADA status log, station 
log book, security camera 
footage 

Switching 
electricians 
interviews 

 

Human influence 
causing inadvertent 
remote closing of the 
second breaker at the 
incident feeder  

The circuit breakers can 
be closed remotely via 
SCADA command 

SCADA control log, 
which does not include 
a “control select” or 
“control execute” 
command prior to the 
recorded closing of the 
second breaker 

SCADA control log Division 
Operators 
interview 

 

SCADA wiring problem 
inside the station 

Loose wiring and 
inadvertent contact with 
the positive DC source can 
potentially close a breaker 

Review of the SCADA 
wiring inside the station 
did not show wiring 
abnormality 

Site inspection and 
Photographic 
documentation of the 
SCADA wiring system 

 Elementary No 
495433 Rev3: 
12kV Network 
Feeder Y-1121 

Circuit breaker 
CB1121/12 malfunction 

Malfunction of the 
breaker’s internal circuitry 
could potentially close the 
breaker  

The breaker operated 
at the time of the 
incident. It was placed 
back in service after the 
incident and tested 

Digitally recorded fault 
data suggests that 
CB1121/12 operated 
within 8 cycles 

 Mechanical 
service record 
of CB#2 on 
7/10/17 
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Corrective Actions 

Recommended Corrective Actions to Prevent Recurrence 

The desired outcome of a causal analysis is to identify corrective actions to prevent recurrence 
of the problem. Effective corrective actions are those that address the root cause, are 
implementable by the organization, and are consistent with the company goals and strategies. 
Based on the identified root causes, corrective actions recommended to address the causes of the 
event include the following. These corrective actions are also summarized in Table 6. It should 
be noted that there is an on-going project to upgrade and replace the switchgear in the Larkin 
Station that will address equipment age, wear and obsolescence issues. 

1. Replace the remotely operable switch for the second circuit breaker (CB 1121/12) at the 
incident feeder inside the station (completed).   

2. Develop an improved approach to identify and alarm the parallel bus configuration via 
feeder breakers, including 

a. Reevaluate the SCADA alarm categories, priorities of the alarms, and which alarms 
should be audible.  

b. Replace the existing tabular reports of the breakers status in the Larkin station with a 
graphical (single-line diagram) report for ease of identification (completed). 

c. Provide a separate detection and alarm system using SCADA for the closed feeder 
breakers causing a parallel bus bar in the Larkin station (in progress). 

PG&E has reported plans for modifications in the SCADA system to immediately detect and 
report paralleled bus bars via feeder breakers inside Larkin station in the future. This action has 
already been taken by PG&E (graphical presentation and additional alarming system already 
implemented). The new Larkin switchgear is planned to be energized in 2018.  

Table 6.  Recommended Corrective Actions. 

Cause Recommended Corrective Action 

Equipment malfunction due to age 
and wear.   

Replace the remotely operable switch for the second 
circuit breaker (CB 1121/12) at the incident feeder inside 
the station. Evaluate the condition of the existing switch 
and the remote operating system. (Completed) 

Human factors design of the 
SCADA monitoring and alarm 
system did not provide easy 
identification of the parallel bus 
configuration. 
 

Develop an improved approach to identify and alarm the 
parallel bus configuration via feeder breakers. This may 
include: 
 

A. Reevaluate the SCADA alarm categories, priorities 
of the alarms, and which alarms should be audible. 
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Cause Recommended Corrective Action 

B. Replace the existing tabular reports of the breakers 
status in the Larkin station with a graphical (single-
line diagram) report for ease of identification. 
(Completed) 
 

C. Provide a separate detection and alarm system 
using SCADA for the closed feeder breakers 
causing a parallel bus bar in the Larkin station. (in 
progress) 

 

Extent of Condition  

PG&E has made improvements in the SCADA monitoring and alarm system to help with the 
human factors and ease of identification of similar abnormal conditions in the future. The 
improvements include replacing the tabular report of the breakers status in Larkin substation 
with a more user friendly graphical representation. The new graphical representation of the 
breakers status is in the form of the single-line diagram on the SCADA screen in the DO control 
center. Additionally, PG&E has developed a separate alarm system to create additional alarms 
in the case of abnormal parallel bus bars in Larkin station using the SCADA software and 
existing SCADA signal from Larkin station.   

PG&E should review the other stations that utilize a similar switching and SCADA reporting 
scheme to determine whether the above recommendations are applicable to those facilities.  
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Analysis of the Emergency Actions 

Station Overview 

Larkin substation is an electrical substation distributing power to PG&E customers in San 
Francisco. The substation is located at 600 Larkin Street, on the corner of Larkin Street and 
Eddy Street. The station is adjacent to the Cova Hotel on Eddy Street. Figure 16 displays an 
overhead view of the city block containing the substation and the hotel. The Larkin Street and 
Eddy Street entrances are referred to throughout this report as the front and rear entrances, 
respectively. 

 

Figure 16. Overhead view of Larkin substation and surrounding city block. 

Timeline of Events Following the Incident 

Immediate Response to Incident 

At 9:06:06am on Friday April 21, 2017,3 an electrical arc flash occurred at the Y1121 feeder at 
Larkin substation, resulting in a fire. The SCADA logs show a number of alarms within the 
same second, followed by more alarms 3 seconds later at 9:06:09am. According to interviews, 
three substation construction (GC) electricians (Electricians 3, 4, and 5), and one Canus 
Corporation contract inspector (Contract Inspector 1) were present inside the Larkin substation. 
Personnel inside the substation heard an explosion and began evacuation.  At the time of the 
incident, Contract Inspector 1 reported in interview that he was seated at his desk approximately 
30 feet from the incident breaker with his back to the arc flash. Electricians 3, 4, and 5 were in 

                                                 
3 The incident time is established by the first recorded series of alarms in the SCADA logs. 
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the break room near the front entrance, and the cable splicer was outside the front entrance. A 
second Canus Corporation contract inspector (Contract Inspector 2) was located outside the 
back entrance. All personnel reported in interview that they heard an explosion, and Contract 
Inspector 1 saw the indirect light from the arc flash. Smoke and glow from flames were already 
visible as the electricians looked out from the break room door to call for Contract Inspector 1 to 
check that he was safe. Once Contract Inspector 1 reached the electricians in the break room, all 
personnel inside the substation proceeded to evacuate to the front entrance on Larkin Street. 

The building fire alarm panel recorded the first general alarm due to a smoke detector activation 
in the basement 22 seconds after the incident, at 9:06:28am.  The fire alarm panel recorded the 
second general alarm due to a smoke detector activation at the ground floor 33 seconds after the 
incident at 9:06:39 am. This second alarm was recorded in the SCADA logs. According to 
PG&E procedures, fire alarms are considered to be Priority 10 (highest level) and require an 
acknowledgement and immediate action by the system operator that includes calling 911 and 
dispatching personnel to the substation.4 DO did not call 911 at any time during this incident 
which appears to be the result of a miscommunication between the DO and one of the personnel 
at the substation that left the impression that the SFFD was already notified. 

The Larkin substation’s fire alarms are maintained and operated by a third party fire alarm 
monitoring company.  The normal procedure is that the activation of fire alarms would 
automatically notify this third party company, who would then call 911 to report the alarm to the 
fire department.  The monitoring company reported that they did not receive automated 
notification of the fire alarm due to a missing update in the fire alarm panel’s communication 
system firmware (see Appendix B). Therefore, the monitoring company did not call the fire 
department.  The alarm panel’s communication to the monitoring company was last tested 
successfully during an annual fire system inspection on June 11, 2016 (see Appendix C).  This 
test simulated an alarm signal produced at the substation which was successfully detected and 
registered by the monitoring company.  The problem with the communication system was 
identified and corrected after the incident. 

After hearing the explosion and observing the fire and smoke from the incident breaker, the 
three substation construction electricians and Contract Inspector 1 evacuated through the front 
entrance by 9:07:51 am, 1 minute and 45 seconds after the incident. Electrician 3 called the 
substation construction supervisor (Supervisor 2) while exiting to inform him of the situation. 
Supervisor 2 instructed Electrician 3 not to let anyone in the building until the situation could be 
evaluated. 

Distribution Operations (DO) made the first call reporting the loss of power at the Larkin 
substation at 9:07:54 am; approximately 1 minute and 48 seconds after the SCADA logs 
recorded the outage related alarms. DO called the Crew Lead Electrician, who dispatched a 
substation maintenance electrician (Electrician 6), located approximately 6.3 miles away at Daly 
City substation, to Larkin as the first responder. At 9:09:28 am, approximately 3 minutes and 22 
seconds after the incident, DO made a call to the cable splicer at Larkin, who was preparing to 
work on the Y1124 feeder, and told him that the whole substation at Larkin was lost and asked 
him to stand down. During this call, DO was told that “the fire trucks are coming.” At 
                                                 
4 PG&E Utility Procedure: TD-2700P-09 (Rev:0, dated 2014). 
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9:10:06am, around 4 minutes after the incident, DO was informed by the Crew Lead Electrician 
that Electrician 6 was on his way to Larkin. This means the dispatch of Electrician 6 occurred at 
approximately 9:09am, around 36 minutes before Electrician 6 would eventually arrive at 
Larkin substation as the first responder. 

Approximately 14 minutes after the incident, at 9:20:10am, Electrician 3 called DO and 
informed them that all personnel were evacuated safely, that they could not get back in the 
station, and that something was burning inside. DO informed Electrician 3 that an electrician 
(Electrician 6) was en route to Larkin. 

At 9:16 am, approximately 10 minutes after the incident, Apprentice Electrician 4, located 
outside the front door of Larkin substation, called 911 three times from his cell phone but he 
was placed on hold. The last call lasted up to 7 minutes. At 9:23 am, approximately 17 minutes 
after the incident, Apprentice Electrician 4 called the main line of the San Francisco Fire 
Department and reported the fire incident. A member of the Fire Prevention department then 
called Fire Dispatch and relayed the message regarding the Larkin incident. The fire department 
initiated its incident response at 9:28:19am,5 approximately 22 minutes after the incident, and 
the first engine was reported on scene at 9:31:59am, approximately 3 minutes and 40 seconds 
after the incident response was initiated by the fire department, and approximately 26 minutes 
after the incident itself. 

Delay in Notification of the Fire Department 

The 22 minute delay in notification of the fire department can be attributed to the confluence of 
three independent circumstances: 

1. The third party fire alarm monitoring company did not receive an automated 
notification of the fire due to an error in the fire alarm panel’s communication system 
and thus did not call the fire department. 

2. DO did not call 911 upon receiving the fire alarm. 

3. The substation electrician standing outside of the substation did not get through to the 
911 operator; they ultimately called the front desk equivalent of the San Francisco Fire 
Department, who conveyed the message to dispatch. 

After Fire Department Arrival 

Approximately coincident with the arrival of the first-in fire engine at 9:32am, a restoration 
cableman (the cableman) arrived at Larkin in response to the outage alert on the outage 
management tool (OMT/OIS). Shortly after the arrival of the cableman, a substation 
maintenance electrician (Electrician 7) arrived. The cableman approached firefighters and the 
substation personnel gathered near the front entrance of the building and was informed by 
Electrician 3 that no one was allowed to enter per instructions of Supervisor 2 who was at that 
time still en route to Larkin.  This was disputed by the cableman, who stated that the fire 
department needed to enter the building immediately. The cableman spoke by phone with 
                                                 
5 According to San Francisco Fire Department Computer-Aided Dispatch (CAD) logs. 
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Supervisor 2, and after some disagreement, the cableman stated to those present that he was now 
the IC. The cableman attempted access through the front door of the substation, but the badge 
reader was not functioning and the required physical keys were not present. At this time, a 
responding restoration troubleman (rotational supervisor, the troubleman) arrived and both the 
cableman and the troubleman moved to the rear of the building to continue to attempt access to 
the interior of the building. 

According to fire department radio logs, by approximately 9:33:00am, 27 minutes after the 
incident, the first-in fire engine (E03) positioned at the front of the building conveyed to fire 
dispatch that the substation crew had left the building after hearing an explosion, that no one 
was injured, and that they were waiting for a supervisor to let them in as the station was locked. 
Additionally, E03 described a “light smell” consistent with an electrical fire.  At 9:35:00 am, 
E03 reported no visible smoke. Approximately 20 seconds later, at 9:35:20am, the first-in truck 
(T03), arriving at the back of the building, reported “a decent amount of white smoke” coming 
off the top of the building. By 9:35:40am, less than 4 minutes after the fire department first 
arrived on-scene, fire department radio communications  indicate that PG&E personnel had 
informed the fire department that “the power is out in the whole building”. 

At some time after the fire department arrived on scene and before the cableman and troubleman 
moved around to the back of the building, Electrician 3, at the request of Supervisor 2, 
instructed the fire department not to enter the building because it was not known to be safe. 

By approximately 9:37:00am, 5 minutes after first arriving on scene, firefighters at the rear of 
the building communicated on radio that there was someone present who had keys and that they 
could make entry at any time. They were again told by other firefighters responding on the radio 
to wait for the PG&E supervisor. Around 9:37:40am, 5 minutes and 41 seconds after first 
arriving on scene, firefighters at the rear of the building again radioed, saying that someone 
filling in for the supervisor wanted to make an immediate entry. They were again asked to wait 
by other fire department personnel. Around 9:38am, approximately 6 minutes after the fire 
department first arrived on scene, Contract Inspector 1 used his badge to open the rear stair 
door.6 He reported in interview that he propped the door open and left another PG&E employee 
to watch the door while he went to secure the gate access to the rear of the building. Around the 
same time, a firefighter radioed that PG&E employees wanted to enter and that he was telling 
them to hold off from entering. Around 9:39:20am, approximately 7 minutes after first arriving 
on scene, fire department personnel from T03 radioed that the rear door was open and that the 
highest ranking PG&E employee was with them. Around 9:43:20am, more than 11 minutes after 
the fire department first arrived on scene, a firefighter radioed that they were still outside 
looking in the back door, and that while the building was de-energized, there was some battery 
power still inside. Another fire department person responded that they were still waiting and 
trying to make an entry in the front of the building. 

At 9:43:29 am, approximately 37 minutes after the incident and 11 minutes and 30 seconds after 
the fire department first arrived on the scene, DO told a responding substation maintenance 
electrician (Electrician 7) to tell the fire department that the whole station was de-energized 
from the sources, and so when they can get in, they can extinguish the fire. DO then instructed 
                                                 
6 Recorded in badge ID reader logs, multiple attempts between 9:38 am and 9:39 am. 
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Electrician 7 that an employee with a respirator must accompany the fire department into the 
station as the fire department did not know their way around the station. PG&E procedures 
prevent PG&E personnel from entering a burning, or potentially burning, substation. The fire 
plans, in conjunction with advice from the IC, are designed to assist with fire department 
situational awareness inside the substation.7 

Sometime after 9:38 am and before 9:46 am, the cableman, the troubleman, and two other 
PG&E employees entered the Larkin substation to assess the fire. Smoke was reportedly present 
at this time. PG&E procedure prohibits entry into a structure by non-emergency personnel when 
smoke is present. The troubleman reported in interview that he walked through the station to 
confirm that only the incident breaker was involved in the fire, and then came back out of the 
rear door to inform the fire department that only one cell was involved. Meanwhile, the 
cableman went through the inside of the building towards the front door. The cableman reported 
in interview that he was present inside the front door when the fire department entered, after 
forcing open the front door at approximately 9:46 am. 

Shortly before the fire department forced open the front door, Electrician 6, who was sent to 
Larkin by the Crew Lead Electrician as a first responder at approximately 9:09 am, arrived and 
assumed the IC role, about 39 minutes after the incident and 36 minutes after initially being 
dispatched. Electrician 6 instructed the fire department, at the request of the substation 
maintenance supervisor (Supervisor 1) on the phone, to retrieve the fire pre-plans and the station 
logbook from inside the front door.  The fire department forced open the front door immediately 
after this instruction. 

Also at approximately this time, the only recorded 911 call was made by a guest at the 
neighboring Cova Hotel at 9:44 am, 38 minutes after the incident and after the fire department 
had already been on the scene for almost 12 minutes. The caller reported hearing an explosion 
approximately 25 minutes earlier and stayed on the line with the dispatcher until seeing a 
firefighter climb onto the roof, at which point the dispatcher informed the caller that the fire 
department was on scene and already aware of the incident.   

Fire Department Entry to the Substation 

The fire department entered the building from the front and rear of the station at approximately 
9:46 am, based on radio logs and the time when the fire alarm was recorded as silenced from 
inside the building at 9:46:38 am on the fire panel logs. This represents a total elapsed time of 
14 minutes from the arrival of the fire department at about 9:32 am to entering the building to 
fight the fire. The elapsed time from the incident at 9:06:06 am to the fire department entering 
the building was approximately 40 minutes. 

Exponent understands that the fire department requires some time to assess the situation and 
prepare equipment before entering any burning structure. The fire department radioed that entry 
was possible at any time by 9:38am, approximately 6 minutes after arrival, when Contract 
Inspector 1 opened the rear door with his badge. Further, the fire department radioed that they 
had been informed that the power was out less than 4 minutes after arriving on scene. This 
                                                 
7 PG&E Utility Procedure: TD-3320P-03 (Rev:0, dated 2014). 
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suggests that, had an IC been established and in contact with DO within 4 minutes of the fire 
department’s arrival, the fire department could have started working to force open the door at 
that time, roughly 10 minutes before they were eventually able to do so (from FD arrival at 9:32 
am to actual entry at 9:46 am). 

Additionally, accounting for the quick arrival time of the fire department after notification, had 
the 22-minute period between the incident and the fire department’s incident response initiation 
been a nominal 2 minutes, it is possible the fire department could have arrived on scene as early 
as early as 9:12 am, within 6 minutes of the incident. Based on the actions of the fire department 
and PG&E personnel present at this time, it is possible that the fire department would have still 
waited for a first responder to arrive, which could mean that they would still not have entered 
until after Electrician 6 arrived, roughly 40 minutes after the incident. The electricians present 
on site were directed by the supervisor not to enter or to allow anyone else to enter, the 
substation until the situation was understood. If PG&E first responders had access to emergency 
vehicles or emergency escorts such that their response time was similar to that of the fire 
department, the expected time of entry by the fire department in this particular case could be 
reduced by approximately 10 minutes. 

After Fire Department Entry 

The fire department entered the back and the front of the building around the same time, shortly 
after the arrival of Electrician 6, the designated first responder. Around 9:46 am, approximately 
14 minutes after first arriving on scene, the fire department opened the large roll-up door at the 
back and reported a visual on a trash-can size fire after stepping in the doorway about 20 feet. 
Around the same time, other firefighters made entry through the front main door. The cableman 
reports that he was inside the front door at this time and other Electricians report the cableman 
exited the front door shortly after the fire department forced it open. The cableman was 
reportedly wearing “normal PPE”. At 9:46:38 am, approximately 38 seconds after the fire 
department reported making an entry through the front main door, the silence button was 
activated on the fire panel which is located near the front door. Around 9:49 am, approximately 
17 minutes after first arriving on scene, the fire department dispatch noted that the inside was 
being checked and everything seemed clear. It is likely that this does not indicate the absence of 
smoke, which was reported to be present down to approximately 10 feet or less above the 
ground inside the station by the troubleman and cableman. 

Supervisor 1 arrived at Larkin at roughly 9:50 am and assumed the IC role from Electrician 6 
once the fire department had secured the fire pre plans. 

By 9:51 am, approximately 45 minutes after the incident and approximately 19 minutes after the 
fire department first arrived on scene, a firefighter radioed that they were comfortable venting 
the station, and, from what they could see, there was a very small fire, that they thought that 
they should be able to get it under control with a few dry chemical fire extinguishers, and that 
they thought that they should go ahead and do so. Approximately 40 seconds later, at 9:51:40 
am, another firefighter asked if attempts to extinguish the fire had begun because they saw that 
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smoke coming out of the roof was becoming darker.  This darkening smoke was reported in the 
media as a sign that the fire was worsening.8 

At 9:53 am, photographs were taken inside the substation on the troubleman’s cell phone 
showing flames inside the Y1121 cabinet. At 9:54 am, another cell phone photograph taken 
shows firefighters fighting the fire with hand-held fire extinguishers.  At the same time, almost 
48 minutes after the incident and 22 minutes after the fire department first arrived on scene, a 
firefighter radioed that they were now actively attempting to extinguish the fire.  By 9:57 am, 
approximately 25 minutes after first arriving on scene, firefighters radioed that they may want 
the CO2 unit responding because they were able to knock the fire down, but the fire seemed to 
be coming back. 

By 10:01:01 am, approximately 29 minutes after first arriving on scene and approximately 4 
minutes after getting the request from the firefighters at Larkin for the CO2 unit, the fire 
department dispatch sent a command to Engine 4 (E04) to retrieve the CO2 unit from station 13.  
At 10:12:00 am, approximately 15 minutes after getting the request from the firefighters at 
Larkin for the CO2 unit, the fire department dispatch sent another command to E04 to retrieve 
the CO2 unit from station 13. The CO2 unit was listed in the SFFD CAD logs as being en route 
at 10:32:35 am, 35 minutes after the request for the CO2 unit. 

At 11:17:35 am, approximately 2 hours and 11 minutes after the incident and approximately 1 
hour and 45 minutes after the fire department first arrived on scene, Supervisor 1 informed DO 
that the fire was extinguished and that ventilation was underway, and due to the presence of 
smoke, PG&E employees were not yet admitted to enter the building. Another communication 
with the DO indicates that entry was still not allowed for PG&E employees at 11:47:27 am, 2 
hours and 41 minutes after the incident and 2 hours and 15 minutes after the fire department first 
arrived on scene. Sometime between 11:47:27 am and 12:12 pm, PG&E employees entered 
Larkin substation. 

After PG&E Entry 

According to the Substation Maintenance Superintendent (Superintendent), at approximately 
12:12 pm, 3 hours and 6 minutes after the incident and 2 hours and 40 minutes after the fire 
department first arrived on scene, the Superintendent, Supervisor 1, and a few other PG&E 
personnel entered Larkin substation with the fire department after the fire department deemed 
the space safe for reentry. The Superintendent led the effort to restore station service. Service 
was restored from the 1104 source at 12:15 pm, and the restoration process was initiated. 

Around 2:30pm, all bank breakers and tie breakers were checked, banks 2, 4, and 6 were 
isolated, and banks 1 and 5 were energized. Bank 3 would not energize due to a problem with its 
low side breaker. Between 2:38 pm and 2:56 pm, the 115 kV bus was returned to normal 
operation, and Bus 1 sections D, E, and F were energized, restoring customers.  

                                                 
8 NBC News report. 
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At approximately 3:10 pm, smoke was reported again and the Y3 network was dropped for 
further investigation. By 4:25 pm, the bank 3 low side breaker was swapped out, switches were 
opened in the field to isolate back feed on Y3, and the Y3 network was tested and reenergized. 

All customers were restored by 4:46 pm, 7 hours and 40 minutes after the incident, and 4 hours 
and 34 minutes after PG&E employees were first allowed back in to the station by the fire 
department. 

Evaluation of Steps Taken by Involved Parties 

Evaluation of the response to the incident by PG&E was complex, involving many steps taken 
by many individuals and groups. Exponent has separated the critical parts of the response into 
the Emergency Notification phase, and the response by Substation Personnel, DO, Underground 
and the Fire Department. 

Emergency Notification 

The immediate response by PG&E to the incident is summarized in Figure 17. In this schematic 
representation of the emergency notification process, the fault causes an explosion and fire in 
the substation. The fault itself is detected by SCADA, notifying DO of power loss immediately.  
The explosion, fire, and smoke produced by the fault alert the electricians on site, who evacuate 
to the front of the building and notify Supervisor 1. The smoke from the fire sets off several fire 
alarms over the seconds and minutes following the incident, which are also logged by SCADA 
and alert DO. The fire alarms should also have notified the third party fire alarm monitoring 
company but in this instance, no alarm was sent due to an equipment malfunction, and thus the 
third party monitoring company did not call 911. The fire alarms were detected by SCADA and 
sent to DO; however, DO also did not call 911. 

After waiting approximately 10 minutes with no sign of the fire department, Electrician 4 called 
911 several times from his cell phone but was placed on hold. About 17 minutes after the 
incident, Electrician 4 found the number for the fire department’s main office and called directly 
to report the fire. This message was relayed to dispatch and the fire department began its 
incident response at 9:28:19 am.  The fire department arrived less than 4 minutes later, reporting 
Engine 03 on scene at 9:31:59 am, about 26 minutes after the incident. 
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Figure 17. Flow Chart of Emergency Notification Process by PG&E following fault and 
explosion at Larkin substation.  911 is not reached due to three separate issues.  
Station electricians eventually called the fire department’s main office directly to 
report the fire. 

Evaluation of Steps Taken by DO 

DO plays a key role in the incident response.  DO is responsible for calling 911 to notify the fire 
department of fire alarms at a substation. DO coordinates with dispatch to assign a first 
responder who will serve as Incident Commander to communicate effectively with the fire 
department. DO must remain in contact with the Incident Commander in order to inform them 
of the status of the high voltage sources feeding the substation.  When the substation is 
electrically clear, the Incident Commander can assist the fire department with safe entry to fight 
the fire. 

The actions taken by DO following the incident and up to the fire department entering the 
building at Larkin are illustrated in Figure 18. DO received the fire alarm via SCADA and 
contacted dispatch to send a first responder to Larkin, but did not call 911. The first responder 
was Electrician 6 at Daly City substation, although three electricians were present at Larkin at 
the time of the incident. DO did not establish a clear communication link with the Incident 
Commander. Electrician 7 was told that the equipment was clear and the fire department could 
enter to fight the fire at 9:43:29 am, approximately 37 minutes after the incident. Electrician 7 
was not the acting Incident Commander at any time during the response, rather, Electrician 6 
arrived around this time and assumed Incident Command. DO told Electrician 7 that a PG&E 
employee would need to enter the building with the fire department with a respirator to help the 
fire department navigate the substation. The procedure TD-3320P-03 warns that no non-
emergency personnel should enter the substation if smoke is present. 
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Figure 18. Response and actions taken by DO in response to the incident at Larkin 
Substation. 

Evaluation of Steps Taken by Substation Personnel 

Electricians 3, 4, and 5, the cable splicer, and Contract Inspector 1, and possibly other 
personnel, were on site when the incident occurred, putting them in a unique position for PG&E 
emergency response. The procedures are written such that they assume the substation will be 
unmanned at the time of the incident and an electrician will have to be dispatched to the site. 
Therefore, there is a comparatively small role in the overall response for persons present at the 
site. 

The actions taken by employees and contractors present at the site are illustrated in Figure 19. 
Electricians 3, 4, and 5 were in the break room, the cable splicer was outside, and Contract 
Inspector 1 was in the switching area, approximately 30 feet from the incident breaker when the 
incident occurred. Responding to the noise and signs of a fire, all personnel evacuated to the 
front entrance on Larkin Street.  At this point, no employee clearly took the role of Incident 
Commander. Electrician 3 was in contact with Supervisor 2 and was considered to be in 
command by several personnel present, based on interview responses.  DO received a call from 
Electrician 3 describing the loss of power and fire.  DO verified with the cable splicer that all 
personnel were safely outside the substation. After approximately a 10-minute wait without 
seeing the fire department, Apprentice Electrician 4 called 911 unsuccessfully, and eventually 
reached the fire department’s main office on his cell phone at approximately 9:23 am. 
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Figure 19. Response and actions taken by restorations personnel on site at Larkin 
substation. 

Around the time that the fire department arrived at approximately 9:32 am, the cableman arrived 
and, after being told not to enter the building by Supervisor 2 on the phone, assumed Incident 
Command. The cableman did not follow the procedure for the Incident Commander however, 
and proceeded to gain access to the building through the rear door and enter the substation prior 
to the fire department entering to assess the situation. The Incident Commander is required to 
communicate with DO to determine the status of the high voltage sources feeding the station 
and communicate with the fire department when it is safe to enter. The Incident Commander is 
also required to prevent non-emergency personnel from entering a burning or potentially 
burning substation. The actions of the cableman and other restoration personnel upon arriving at 
the substation are illustrated in Figure 20. 

The cableman and the troubleman entered a burning substation. While this was happening, 
Electrician 6 arrived at Larkin and assumed the Incident Commander role as the first responder. 
Electrician 6 requested the fire department to force open the front door and retrieve the fire pre-
plans from inside the substation.  DO was in communication with Electrician 7 on the phone and 
explained that the station was dark. DO instructed Electrician 7 that someone with a respirator 
should enter the building with the fire department. 
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Figure 20. Response and actions taken by restoration personnel responding to the incident 
at Larkin Substation. 

Lessons Learned and Recommendations 

The following lessons can be learned from the detailed review of the actions performed by 
PG&E personnel and the fire department:    

The fire started at 09.06 am. The factors influencing the response are: 

1. The fire department did not receive an emergency notification until approximately 22 
minutes after the incident due to the DO not calling 911 upon receipt of the fire alarm, 
unavailability of the 911 system preventing substation personnel from contacting 911 
dispatch directly, and a failure of the automatic third party fire alarm notification system. 

2. The fire department entered the building at 9:46 am, approximately 14 minutes after their 
arrival. Around the same time, Electrician 6 arrived as the PG&E first responder and asked 
the fire department to retrieve the fire pre-plans from inside. Electrician 6 was dispatched to 
Larkin at approximately 9:09 am, but did not arrive until shortly before the fire department 
made entry at around 9:46 am.  

These are opportunities to improve emergency response effectiveness, and Exponent 
recommends the following: 

1. It appears that the protocol for the assumption of the PG&E IC role, as outlined in TD-
3320P-03, section 2.2, was not clearly understood by PG&E personnel assuming incident 
command role.  As a result, multiple PG&E personnel assumed the role of IC concurrently.  
Additionally, the cableman responding to the incident assumed the IC role, but did not 
communicate with DO and entered the burning substation along with other restoration 
personnel. The IC role includes communication with DO and prevention of PG&E 
employees entering a burning, or potentially burning, substation.  
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2. The TD-3320P-03 procedure assumed certain scenarios and did not address others. 
Specifically, the procedure assumes that the station would be unmanned at the time of the 
incident and that the first responder would have to be dispatched. This was not the case 
during this incident as personnel were already present on the scene who could potentially 
have served as first responder. Additionally, the procedure’s title “Fire Entry Procedure for 
an Indoor Substation” may be misleading as the procedure is meant to establish protocols to 
prevent PG&E personnel from entering a burning, or potentially burning, substation. PG&E 
may consider expanding the procedure to include situations where qualified personnel could 
be already present at the site.  

3. Certain established PG&E procedures were not adhered to by PG&E personnel.  For 
instance, fire alarms require an acknowledgement and immediate action by the system 
operator that includes calling 911 and dispatching personnel to the substation.  DO did not 
call 911 at any time during this incident.  Additionally, PG&E employees entered a burning 
substation, but the procedure TD-3320P-03, section 2.3.4, requires the first responder 
(acting IC) to prevent all non-emergency personnel from entering a burning, or potentially 
burning, substation. Exponent recommends that PG&E consider performing a review of the 
effectiveness of the emergency response training provided to the PG&E employees. 

4. The third party fire alarm monitoring company did not receive automated notification of the 
fire alarm due to an error in the fire alarm panel’s communication system, and hence the 
monitoring company did not call the fire department. The alarm panel communication to the 
monitoring company was last tested successfully during an annual fire system inspection on 
June 11, 2016. The problem with the communication system was identified after the 
incident. Exponent recommends that PG&E consider random audits of the fire alarm panel’s 
operation. 

5. The PG&E IC is required to discuss the fire pre-plans with the fire department and to advise 
them of hazards, and communicate information regarding equipment clearances. This role is 
critical to ensuring timely access to the fire by the fire department. Exponent understands 
that the fire department and PG&E employees conduct routine training exercises to prepare 
for a substation fire during which the protocols are practiced. However, some of the PG&E 
personnel at the site did not appear to have a clear understanding of their roles and the 
procedures at the time of the incident. Exponent recommends that PG&E consider a review 
of the joint training exercises such that the roles and responsibilities of the PG&E employees 
and the fire department are clearly delineated and understood. 

6. The fire department did not initially dispatch the CO2 unit that PG&E had purchased for the 
fire department specifically to assist with fighting electrical equipment fires. The CO2 unit 
was dispatched approximately 30 minutes after the fire department first arrived on scene. 
Exponent recommends that PG&E consider working with the fire department to establish 
the practice of immediately mobilizing the CO2 unit in the case of substation and switchgear 
fires, whether indoor or outdoor. 

7. Based on the present procedure, in the case of a substation fire, the fire department could 
potentially wait for a significant amount of time while a PG&E first responder is dispatched 
and arrives at the substation. Exponent sees an opportunity for PG&E to work with the fire 
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department and other city emergency services to consider the procurement of emergency 
response vehicles and/or to establish effective emergency escort procedures to improve 
response time by first responders so that an IC can be established quickly. 
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Appendix A: Breaker Control Switch Testing 

Introduction  

The control switch for the Y1121/12 breaker, thereafter referred to as the incident switch, was 
removed from the Larkin substation on August 5, 2017 and received by Exponent for laboratory 
testing. Exponent also received two exemplar switches of the same type and model for testing 
and comparison.  

The incident switch is an electromechanical switch manufactured by Electroswitch Corp 
(Electroswitch). Figure 1 shows a photograph of the incident switch after removal from the 
control panel in the substation. The switch model is CSR 24, 48 VDC and the manufacturer 
catalogue number is 8847CB-001. Figure 2 shows the markings on the incident switch 
indicating its type and model.  

The incident switch was installed with three external components attached to its terminals. Two 
600V fast recovery diodes were attached between the ground (TB4) and the Trip (TB1) and the 
Close (TB2) terminals of the switch. A 200V Transient Voltage Surge Suppressor diode (Transil 
Diode) was attached between the Trip (TB1) and Close (TB2) terminals of the switch. These 
components were still attached to the incident switch terminals when received by Exponent and 
are shown in Figure 3.  

 

 
Figure 1. The incident switch removed from the control room in Larkin substation. 
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Figure 2. Incident switch markings: CSR 24, 48 VDC, catalogue No. 8847CB-001, serial 
No. 8916. 

 

Figure 3. Two 600V fast recovery diodes (shown in yellow circle) and a bipolar diode 
(indicated by yellow arrow) attached to the incident switch terminals. The switch 
terminal points are marked TB1 to TB4. 

TB1 TB2 TB3 TB4 
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The 600V fast recovery diodes attached to the incident switch were identified using the 
markings on the diodes, which read “GE A115M”. The diodes were manufactured by General 
Electric (GE) and identified as 3-Ampere rectifierdiodes and appear to have been used as surge 
protective devices at the switch terminals. Figure 4 shows the diodes after disconnecting from 
the switch terminals. An excerpt of the data sheet of the diodes is shown in Figure 5.   

 

Figure 4. The 600V fast recovery diodes after disconnecting from the incident switch 
terminals.  

 

Figure 5. An excerpt of the data sheet of the 600V fast recovery diodes. 

The 200V Transil diode, also known as the bipolar diode, has the markings that read 1.5KE200. 
This indicates a nominal breakdown voltage of 200V and a peak pulse power of 1.5 kW (Figure 
6). A technical publication by the switch manufacturer, Electroswitch, indicates that this diode 
is used to protect the switch internal circuits from transient over voltages. This technical 
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publication also indicates that the Transil diode between terminals TB1 and TB2 of the switch 
“clips to 200V in 125 VDC control circuits.”1 The same publication states:  

It [the diode] is also to protect the control bus and [sic] 
allowing this circuit to be used with sensitive static relays 
or other solid-state components.  

It appears from the technical document that a 200V diode is sufficient to protect the 125 VDC 
control switch against transient over voltages. However, the same type of protection is used for 
the 48 VDC control circuit of the incident switch. It is not clear why a voltage clipping closer to 
48 VDC is not selected to protect this type of switch against transient over voltages.  

 

Figure 6. The transient voltage surge suppressor diode that was attached to the incident 
switch with markings that read 1.5KE200 indicating a breakdown voltage of 
200V.  

The Switch Operation 

The internal circuit diagram of the switch shown in Figure 7 shows internal connections to the 
outside terminal points (TB1 to TB4). A schematic diagram of the switch control deck is shown 
in Figure 8. This type of circuit is known as the “Circuit B”. It is designed for 1-second time 
delay and is equipped with “Anti-pumping” circuitry. TB1 and TB2 terminals are to be 
connected to 41 to 56 VDC line via outside relay contacts of S1/T and S2/C for the TRIP and 
CLOSE commands, respectively, as shown in Figure 7. The TB3 terminal provides power to the 
main actuating relay once the controls are activated. The switch control provides 1-second time 
delay using capacitor C1 and the adjustable resistor R2. This capacitor provides enough energy 
to K1 relay coil to keep the relay closed for 1 second after actuation. The Normally Closed 
                                                 
1  Technical publication CSR-1, Electrically Operated Control Switch Relay for both manual and supervisory 

control of power circuit breakers, Effective January 1997, page 3. 
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contacts of K2 relay opens immediately after the actuation and de-energizes the K1 relay coil to 
provide the “Anti-pumping” function.  

With reference to the circuit diagram in Figure 7, when the CLOSE position is commanded by 
S2/C, the linear solenoid, LS1, operates, setting the direction of the relay rotation to clockwise 
for CLOSE. This is achieved by the liner solenoid pushing a roller at the end of the solenoid’s 
drive arm so that the actuation of the rotary solenoid, CSR, causes the roller to strike and roll 
down to the left face of a cam inside the switch. This causes the rotation to occur in the 
clockwise direction to CLOSE position as illustrated in Figure 9.  

When a CLOSE position is commanded through S2/C, the SL1 solenoid will be energized and 
the current flows through R1 to the K1 relay coil and the C1 capacitor, through the forward 
biased diode D3. The resistor R1 is designed to limit the capacitor charging current to about 1 
ampere. Capacitor C1 charges quickly because of the low resistance of the forward biased diode 
D3 in its charging path. Simultaneously to the source voltage developing across C1, it also 
develops across the relay coil K1, which actuates the K1 relay and closes the DC line path from 
TB4 to CSR via closed contacts of K1. This action causes the CSR/N contacts to open and 
immediately open the K1 contact and de-energize CSR. In other words, the CSR rotary solenoid 
attempts to de-energize the K1 coil through CSR/N immediately after actuation. However, the 
C1 capacitor holds K1 closed by discharging through the K1 coil and R2. R2 is a variable 
resistor that provides the time delay to hold K1 for 1 second.  

A second relay, K2, provides the Anti-pumping function. When the CSR rotary relay is actuated 
for either CLOSE or TRIP, the CSR/T,C contact closes, energizing the K2 relay coil. This 
actuates K2 and opens its normally-closed contacts which in turn opens the current path to the 
K1 relay coil. This action causes the CSR to energize (after 1 second time delay) and the relay 
returns to its normal position. At the same time, the normally-open contacts of K2 are closed 
that keeps the K2 coil energized as long as a TRIP or CLOSE command persists at the switch 
terminals. This prevents the CSR from operating again or “pump” until the TRIP or CLOSE 
commands are removed from the switch terminals.   

A complete description of the control circuit function is described in the Technical Publication 
CSR-1, effective January 1997, by Electroswitch. A catalogue page that describes the switch 
characteristics is dated September 1987.  
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Figure 7. The switch internal control circuit-diagram. 

 

 

Figure 8. Schematic diagram of the switch control deck (deck 1). 



September 15, 2017 

1703434.000 - 7765 7 

 
Figure 9. The cam mechanism for clockwise direction to CLOSE position: The linear 

solenoid is actuated when the CLOSE position is commanded at the switch 
terminal TB2. 

Transient Protection  

The technical document CSR-1 by the manufacturer indicates that control circuits of this type of 
switch will experience transients only if they occur during the switch operating mode. The 
document argues that no transient protection is needed for the “Circuit B” type switches2 since 
this type of circuit does not remain on the DC bus while inactive. However, the document states: 
A bipolar diode may be added if the CSR is used with sensitive static relays or other such 
devices.3  

                                                 
2  Technical publication CSR-1, Electrically Operated Control Switch Relay for both manual and supervisory 

control of power circuit breakers, Effective January 1997, section: “Transient Protection”, page 4. 
3  Technical publication CSR-1, Electrically Operated Control Switch Relay for both manual and supervisory 

control of power circuit breakers, Effective January 1997, page 3. 
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The IEEE C37.90-2005 standard for relays and relay systems associated with electric power 
apparatus defines testing requirements for relays and relay systems used to protect and control 
the power apparatus. The IEEE C37.90.1-2012 standard for surge withstand capability (SWC) 
test for relays and relay systems associated with electric power apparatus specifies design tests 
for relays and relay systems that relate to immunity of this equipment to repetitive electrical 
transients. Test waveforms proposed for testing are oscillatory and fast transient surge withstand 
capabilities. Oscillatory waveforms are damped oscillating test waveform with a frequency of 1 
MHz repeated in 2-second intervals with a magnitude of 2.5 kV. Fast transient waveforms are 
bursts of fast pulses with burst duration of 15 ms and 5 kHz repetition rate during the bursts. 
The technical document CSR-1 by the switch manufacturer states that testing satisfies an earlier 
revision of the C37.90 standard, namely ANSI/IEEE C37.90-1989.   

IEEE standard C37.90.1-2012 also indicates that transients in low voltage circuits of substation 
control systems could peak from 100V to 10kV with decay time as long as 100ms. The standard 
also indicates that the available currents for this type of surge are not well documented and 
could be up to 100A in pulses and lower in oscillations.4 These transients do not fall under the 
general fast transient waveforms that are normally used for surge withstand capability testing of 
the relay systems.   

Laboratory Testing 

Components attached to the incident switch, namely the 600V fast recovery diodes and the 
200V Transil diode, were tested to measure their characteristics. Testing was performed using a 
curve tracer (Figure 10).  

 
Figure 10. Curve tracer used to characterize the diodes of the incident switch  

                                                 
4  IEEE standard C37.90.1-2012, IEEE Standard for Surge Withstand Capability (SWC) Test for Relays and Relay 

Systems Associated with Electric Power Apparatus, page 40, section G.4. 
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It was discovered that the reverse voltages of all the diodes had changed but were greater than 
their specified values. The 200V Transil diode attached to the incident switch had peak reverse 
voltage of 240V rather than 200V (Figure 11). Also, the reverse breakdown voltage of the 600V 
fast recovery diodes had increased to approximately 1000V (Figure 12). 

 
Figure 11. Measured Positive and Negative clamp voltages of 230V for the 200V Transil 

Diode. 

 
Figure 12. Measured reverse breakdown voltage of approximately 1000V for the 600 V 

rectifier diode. 

 
Resistance measurements and diode testing was performed at different nodes of the exemplar 
and the incident switches. Measurements were made using a calibrated digital multi-meter 
(Fluke 289) for comparison between the exemplars and the incident switches. No significant 
difference was observed other than slight resistance increase at some of the ground terminals in 
the incident switch that were likely due to development of corrosion products at the electrical 
contacts as a result of aging. A loose terminal was also discovered at one of the ground terminal 
connections, but the contact resistance had not been notably changed. Table 1 shows the 
resistance and diode testing results of two exemplars and the incident switch. The measured 
contact points are in reference to the circuit diagrams shown in Figure 7 and Figure 8.  
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Table 1. Resistance and diode testing results of two exemplars and the incident 
switch. The measured contact points are in reference to the circuit diagrams 
shown in Figure 7 and Figure 8. 

  Resistance measurements in Ω Diode Testing 
Positive 
lead (+) 

Negative 
Lead (-) 

Exemplar 
#1 

Exemplar 
#2 

Incident 
Unit 

Exemplar 
#1 

Exemplar 
#2 

Incident 
Unit 

TB1 TB4 263 kΩ 276 kΩ 294 kΩ Open Open Open 

TB2 TB4 32 Ω 33 Ω 33 Ω 0.032 V 0.033 V 0.033 V 

TB1 TB2 263 kΩ 268 kΩ 295 kΩ Open Open Open 

TB2 TB1 275 kΩ 277 kΩ 300 kΩ 0.58 V 0.58 V 0.58 v 

TB1 H 1.7 kΩ 1.8 kΩ 1.7 kΩ 1.7 V 1.8 V 1.7 V 

TB2 H 276 kΩ 280 kΩ 307 kΩ 2.22 V 2.27 V 2.20 V 

H TB2 264 kΩ 271 kΩ 298 kΩ Open Open Open 

TB1 C 263 kΩ 269 kΩ 295 kΩ Open Open Open 

TB2 C 32 Ω 33 Ω 32 Ω 0.032 V 0.033 V 0.032 V 

H C 264 kΩ 271 kΩ 297 kΩ Open Open Open 

C H 276 kΩ 280 kΩ 309 kΩ 2.25 V 2.3 V 2.2 V 

C TB1 274 kΩ 279 kΩ 307 kΩ 0.61 V 0.62 V 0.61 V 

C TB2 32 Ω 33 Ω 32 Ω 0.032 V 0.033 Ω 0.032 Ω 

B C 0.08 Ω 0.08 Ω 0.08 Ω 0 V 0 V 0 V 

B TB4 0.11 Ω 0.11 Ω 0.21 Ω* 0 V 0 V 0 V 

G TB4 0.08 Ω 0.08 Ω 0.32 Ω* 0 V 0 V 0 V 

G H 276 kΩ 281 kΩ 309 kΩ 2.25 V 2.29 V 2.2 V 

TB4 TB3 Open Open Open Open Open Open 

        

* Slight resistance increase at the ground connection in the incident switch likely due to corrosion and/or loose 
terminal as a result of aging.  

Figure 13 shows the laboratory test setup that was used for the transient testing.  A transient 
surge generator (TESEQ NSG 3040) was used for standard fast transient surge testing. An 
exemplar switch was energized by a DC power supply and IEC standard fast transient surge 
voltage applied to the CLOSE terminal of the switch. The transient voltage peak was increased 
up to 2 kV, at which point the exemplar switch failed without causing a CLOSE function.  

A timer relay was used to switch on and off various DC voltage levels to the CLOSE terminal 
of an exemplar switch while the unit was energized with the same DC power supply. The 
switching CLOSE signal duration started with 300ms and the lowest voltage level that could 
cause a CLOSE function was measured. The signal duration was reduced and the process 
repeated. The fastest switching test using the available lab equipment was 10ms during which a 
58V DC signal could cause the relay to close. The minimum voltage levels that could trigger a 
CLOSE function with various switching times were tested and the results are shown in the form 
of a plot in Figure 14.  
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Figure 13. Laboratory test setup used for the transient testing. 

 

 
Figure 14. Minimum voltage levels that could trigger a CLOSE function with various 

switching times. 
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It was discovered that a 10 ms signal with a magnitude of 58V could assert a CLOSE command 
that would cause the switch to actuate and close. An oscilloscope image of such transient 
voltage is shown in Figure 15. Channel 1 (CH1) of the oscilloscope shows the voltage across an 
external relay that created the 10 ms, 58V signal to the CLOSE terminal of the test switch. 
Channel 2 (CH2) of the oscilloscope shows the current drawn by the test switch at the time of 
actuation. As can be seen from the oscilloscope image, after the 10 ms closing of the 58 V 
service voltage, the input voltage to the CLOSE terminal drops to approximately 20 V (one 
third of the DC supply voltage), but does not go to zero until after the switch actuation. The 
shape of the voltage signal after 10 ms until the time of the switch actuation suggests that the 
input current to the CLOSE terminal does not go to zero after 10 ms, but rather continues to 
flow despite the attempt by the external controls to shut down the CLOSE signal. It is likely that 
the current could not be interrupted due to large inductance of the linear solenoid, LS1, within 
the switch at the CLOSE circuit that would lead to continued supply of current and eventually 
the switch actuation to the CLOSE position. This shows that the switch is vulnerable to some 
system transients that could result in closing of the switch.  

 

Figure 15. Oscilloscope image of a transient signal that led to closing of the switch. 
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